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Abstract—Recently, a number of successful free-space
chip-to-chip and board-to-board optical interconnects have been
demonstrated. Here, we present some of the design rules that
can be derived as a result of this work and also as a result of
numerical and theoretical analyzes. We draw a number of con-
clusions. In the area of optoelectronic very large scale integration
(VLSI) design, we suggest that differential electrical and optical
transceiver designs provide the best performance. In the area of
optical design, we present scaling and system partitioning laws for
clustered optical relays and determine the interconnect distances
at which microlens or macrolens systems are more suitable. We
also show that the ease with which two modules can be aligned
can be related to the optical invariant of the system and is, thus,
a function of the size of the detector and the numerical aperture
of the detector optics. Finally, we show that when multiple optical
components must be aligned, very high individual component
tolerances are required if the system as a whole is to have a high
chance of success.

Index Terms—Free-space optics, hybrid integrated circuit pack-
aging, microoptics, optical interconnection, optical receivers, op-
tical transmitters, optoelectronic devices, vertical cavity surface
emitting lasers (VCSELs).

I. INTRODUCTION

PARALLEL optical interconnects are capable of providing
high bandwidth communication links both within and

between high-performance electronic systems. The advantages
of optical communications for long-distance interconnects are
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well known, and provide the motivation for modern optical
fiber networks. Optics is now challenging copper at shorter and
shorter distances. The benefits of optical interconnects include
reduced signal distortion and attenuation, lower power require-
ments, lighter components, potentially lower costs, and much
greater immunity to electromagnetic interference. A thorough
review of these physical issues is provided in [1] and [2]. In the
commercial arena, several manufacturers now supply optical
fiber ribbon-based parallel optical data links (PODLs) of 8 to 12
channels, operating at data rates of up to 3.25 Gb/s per channel
over distances of 100–1000 m (depending on bit rate). How-
ever, there are applications where many more parallel channels
are required and in some cases the interconnect configuration
is more complex than a simple point-to-point link. For example
multiprocessor computers, telecommunications switches, and
embedded systems all require highly parallel interconnections.
In particular, the concept of the direct sourcing and termination
of optical signals on silicon has been proposed as a method
to relieve the off-chip communication bottleneck. Fig. 1 is a
schematic representation of this concept.

In recent years, significant progress has been made in the en-
abling technologies for parallel optical interconnects for digital
systems. This includes the hybrid integration of vertical cavity
surface emitting lasers (VCSELs) with silicon integrated cir-
cuits [also referred to as optoelectronic very large scale inte-
gration (OE-VLSI)], assembly techniques for free-space optical
interconnects (FSOIs), the development of fiber arrays and the
integration of optical waveguides with printed circuit boards.

In this paper, we will codify a set of design rules and guide-
lines for free-space optical interconnects for chip-to-chip and
board-to-board communication. These rules have emerged after
implementing a series of optical interconnect demonstrator sys-
tems and subsystems, including a 512 channel optical ring in-
terconnect [3], [4], a 512 channel bidirectional interconnect [5],
[6], a 1080 element OE-VLSI chip which implements a variety
of data transmission protocols [7], [8] and a highly misalign-
ment tolerant interconnect that makes use of spatial redundancy
[9]. We have also implemented a range of alignment and as-
sembly schemes [10]–[12] and performed analyses of misalign-
ment tolerance [13], [14] and scalability for free-space optical
interconnects [15]–[17]. In this paper, we also consider the pub-
lished results of other researchers in order to obtain a complete
a picture as possible of the issues involved in FSOI design and
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Fig. 1. Schematic representation of a board-to-board parallel optical link with
direct termination of optical signals on-chip.

implementation. The rules that we introduce cover a range of
areas, including optoelectronic device layout, electronic circuit
design and operation, optical design and packaging.

In developing these rules we have made several assumptions:

1) optical sources in a free-space optical interconnect will be
VCSELs, and may be either single mode or multimode;

2) heterogeneous integration using flip-chip bonding and
substrate removal of optoelectronic devices with com-
plementary metal-oxide-semiconductor (CMOS) based
transceiver and processing logic;

3) the optoelectronic detectors are GaAs p-i-n diodes;
4) optical interconnect distance is less than 150 mm (i.e.,

characteristic of interchip and board-to-board spacings);
5) interconnects are all rigid free-space optical systems;
6) interconnect has a point-to-point transmissive topology;
7) interconnect should incorporate a realistic tolerance to

misalignment;
8) interconnect is capable of assembly by passive techniques

(i.e., should not be necessary to switch emitters on use ac-
tive alignment to ensure that light arrives at the detectors).

These assumptions will be further clarified in the following sec-
tion when we will introduce a generic free-space optical inter-
connect for chip-to-chip or board-to-board communication. Our
research has been based on the use of GaAs optoelectronic de-
vices and so the wavelength of operation is 850 nm. However,
many of the guidelines can be adapted to other wavelengths.

II. FSOI DESIGN SPACE

The first task is to identify the design space in which FSOI
for chip-to-chip and board-to-board communication must op-
erate. Since this technology is aimed at future high performance

Fig. 2. Projected evolution of on-chip clock speed (dashed line, right axis),
off-chip clock speed (dotted line, right axis), number of high speed I/O lines
(dash-dot line, left axis) and total bus capacity (solid line, left axis) as a function
of time and transistor size for high performance systems.

Fig. 3. Projected off-chip I/O requirements for 2014. The graph shows the data
rate per channel necessary to achieve an aggregate data rate of 5 Tb/s.

electronic systems, we refer to the International Technology
Road Map for semiconductors [18]. Fig. 2 shows the projected
increase in VLSI transistor on-chip clock speed, off-chip clock
speed, number of high-speed off-chip clock lines and total
off-chip I/O capacity as a function of time for high-perfor-
mance systems, taken from [18]. It can be seen that by 2014,
the off-chip clock speed is projected to reach 1.8 GHz and the
width of the off-chip bus is also projected to increase to 3000
high speed lines, with a total projected off-chip I/O capacity of
5 Tb/s. The on-chip clock speed is projected to reach 13.5 Gb/s.
From this data, we can obtain a view of the design space for
off-chip interconnects by the year 2014, under the assumption
that the necessary off-chip bandwidth will be 5 Tb/s. This is
shown in Fig. 3, where the data rate per channel necessary to
achieve 5 Tb/s is plotted as a function of the number of parallel
channels. We have shaded different regions corresponding
to different possible optical interconnect formats. It seems
apparent that one-dimensional (1-D) fiber ribbons will not be
capable of delivering the necessary bandwidth as data rates of
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more than 200 Gb/s per channel would be necessary when,
for example, a 24-fiber ribbon is used. The step up in density
is provided by fiber arrays. At present fiber arrays of 88
to 16 16 have been demonstrated [19], [20] but volume
fabrication of these elements remains to be properly developed.
Even a 256 channel fiber array would require per channel data
rates of 19 Gb/s. Moreover, for the very short distances that we
consider here, the limited bending radius and high fabrication
cost of fiber arrays may render them impractical. From Fig. 3,
it is apparent that if we assume that the optical interconnect
channel data rate is not to exceed the projected on-chip data
rate of 13.5 Gb/s (which would otherwise require the use seri-
alization/deserialization circuits) then a 5 Tb/s aggregate data
rate implies the presence of 370 optical lines. If we assume that
the off-chip optical links run at the projected electrical off-chip
clock speed of 1.8 Gb/s, then this implies approximately 2700
optical lines. We suggest that these two values represent the
boundaries for optical solutions to the off-chip interconnect
problem, and that they also represent the domain in which
free-space optical interconnects represents a possible solution.
Several experimental free-space interconnects have achieved
the lower end of the parallelism range [4], [6], [21], [22] and
we have recently reported an OE-VLSI application specific
integrated circuit (ASIC) with 1080-optical I/O that approaches
the middle of the required parallelism range [7], [8]. Other
researchers have demonstrated matrix addressed VCSEL arrays
with 4096 outputs [23].

Fiber image guides and fiber image conduits [24]–[26] rep-
resent another possible alternative high-density interconnection
medium. However, fiber image guides suffer from transmission
nonuniformity unless large channel spacings are used, and ques-
tions also exist as to their potential for low cost fabrication.
Image conduits are closer to rivaling free-space optics in terms
of performance. Since they are also a rigid technology, a com-
parison should be made in terms of cost and performance, but
we will not consider them further here. It has been suggested
that wavelength division multiplexing could be used as an alter-
native to spatial multiplexing, but we will also not consider that
option [27].

An example of an experimentally realized point-to-point
free-space optical interconnect is shown in Fig. 4 [6]. In this
system, two OE-VLSI chips are bidirectionally interconnected
over a distance of 86 mm. Each chip contains 256 transmitters
(VCSELs) and 256 photodetectors and operates at a wavelength
of 850 nm. The interconnection distance was selected such
that by inserting two additional prisms into the beam path it
could interconnect two boards in a bookshelf configuration
[6]. The relay optics are based on clustered diffractive lens and
the array density that was achieved was 28 channels/mm. A
schematic diagram of this system is shown in Fig. 5 This will
be used as a framework for the ensuing discussion of design
rules as it represents the necessary components of a free-space
optical interconnect. These are: a printed circuit board (PCB)
[or multichip mode (MCM) substrate], an integrated circuit
which contains control circuitry and the optical transceivers,
the optoelectronic devices, collimation optics (necessary when
VCSELs are used), relay optics and then various packaging
levels, including electrical packaging (which concerns issues

(a)

(b)

Fig. 4. (a) Experimentally realized 512 channel inter-chip interconnect
system. (b) Transmitted beams.

Fig. 5. Generic free-space optical interconnect.

such as signal integrity and power dissipation), optoelectronic
packaging (which concerns the attachment of the optical
components to the OE-VLSI chip), and the optical packaging
(which concerns the assembly of the relay optics). In designing
a system, some of the issues which must be addressed are:
transceiver layout; the use of single-ended or differential
circuitry; power consumption; the use of error coding; the
incorporation of built-in self test; the optical interconnect
topology; and the impact of optical misalignment. Finally, it
is necessary to consider the way that these different aspects
interact with each other. In the following sections, we will
discuss these issues in detail.

III. OE-VLSI CHIP DESIGN

In the following sections, we describe OE-VLSI chips and
associated packaging used in our system demonstrators. By
example, we articulate appropriate design guidelines we have
employed while constructing these devices. This section is
organized as follows: inSection III-A we describeheterogeneous
integration techniques we have used and in Section III-B we
describe the two transceiver architectures and comment on
the suitability for each. We also discuss in Section III-B the
functionality we have embedded into our OE-VLSI circuits to
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Fig. 6. Schematic of the VCSEL geometry indicating the emission direction
post substrate removal and integration to the CMOS chip. Based on the partial
transmittivity of thep-contact/DBR, the VCSELs could be probed prior to
hybridization with the CMOS to verify functionality at the wafer level.

enhance the signal processing capability of this technology.
Our overall approach in designing these OE-VLSI ASICs is
consistent with the design philosophy that the optics are used
for the interconnect and the electronics are used for transceiver
functions and digital signal processing of data.

A. Heterogeneous Integration

We have used heterogeneous integration to achieve the high-
density optical I/O required for achieving the FSOI intercon-
nects realized to date. Key issues include using foundry CMOS
for our ASICs. In doing so, it is important to assure compat-
ibility of CMOS metals with the metals used in the flip-chip
bump bonding. A related issue is the need to insure alignment
of CMOS connection points with III–V device contact points.
In the following sections, we summarize our flip-chip bump
bonding based heterogeneous integration strategy. To achieve
the OE-VLSI ASICs described throughout this paper, two-di-
mensional (2-D) arrays of VCSELs and photodetectors (PDs)
were fabricated on separate substrates and subsequently inte-
grated onto the silicon CMOS die. In order to support the com-
pact high-density microoptical interconnects described above,
the VCSELs and PDs were interleaved. We describe in this sec-
tion: the design and target operating properties of the VCSELs
and PDs, the OE device layout geometries, and heterogeneous
integration techniques including flip-chip bonding and substrate
removal of the interdigitated OE devices.

1) VCSEL and PD Design and Specifications:The VC-
SELs used in our designs were designed to operate at 850 nm
with threshold currents of 1.0–4.5 mA and slope efficiencies
of 0.25–0.35 mWs/mAs. The devices were also designed to
be backside-emitting because of the desire to flip-chip bond
them to CMOS driver circuits as described in the following.
This necessitated removal of the GaAs substrate to minimize
absorption of light. To achieve these objectives, VCSELs were
fabricated with both the -contact and the-contact located on
the top surface of the wafer to facilitate electrical contact to
the CMOS circuits. Fig. 6 shows a schematic of the VCSEL
geometry indicating emission direction after substrate removal
and integration to the CMOS. The-contact was formed above
the top distributed Bragg mirror (DBR) and the-contact was

Fig. 7. Photomicrograph of four isolated VCSELs prior to flip-chip bonding.
Then-contact and thep-contact are indicated. The scratch marks are a result of
wafer probing prior to flip-chipping.

Fig. 8. Photomicrograph of four isolated PIN’s prior to flip-chip bonding. The
n-contact and thep-contact are indicated.

brought to the substrate surface through mesa isolation and ion
implantation.

Fig. 7 is a photomicrograph of four isolated VCSELs prior
to flip-chip bonding and substrate removal with the-contacts
and -contacts indicated. The VCSELs in the photograph are
on a 125- 125- m pitch. Once bonded to the CMOS as per
the description given, the-contact and DBR became the top
(emitting) surface of the VCSEL.

The PDs were p-i-n structures designed to operate with a re-
sponsivity of 0.5 A/W. Fig. 8 is a photomicrograph of four iso-
lated PDs on a 125- 125- m pitch prior to flip-chip bonding
and substrate removal; the-contacts and the-contacts are in-
dicated. The 2-D PD arrays were fabricated at the wafer level
on a 125- 125- m pitch and were designed to be flip-chip
bonded to the CMOS driver chip.
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Fig. 9. Schematic of the VCSEL and PD placement requirements for an
implemented free-space optical link.

2) OE Device Layout Geometry:In order to support a
compact point-to-point optical interconnect system, as shown
in Figs. 4 and 5, the VCSELs and PDs were interleaved and
arranged in a clustered geometry. Fig. 9 is a schematic of
the VCSEL and PD placement requirements. As is indicated,
VCSELs and PDs were grouped together in clusters, and within
each cluster, rows of VCSELs and PDs were interleaved.
Specifically, a cluster consisted of eight VCSELs and eight PDs
arranged in four rows. The pitch of the optoelectronic devices
was 125 m in both the horizontal and vertical directions;
therefore, the VCSELs and PDs were on 125-m horizontal
by 250- m vertical pitch. The complete 256-VCSEL and
256-PD array consisted of 32 clusters arranged in eight rows
and four columns. The center-to-center spacing of clusters was
750 m horizontally and 750 m vertically. The CMOS driver
ASIC was designed to accommodate this OE device pitch and
placement.

3) Heterogeneous Integration and Substrate Removal:The
VCSELs and PDs were integrated onto the CMOS driver
using flip-chip bonding and substrate removal techniques. The
VCSEL flip-chip contact area was 15 15 m and the PD
flip-chip contact area was 10 10 m. The contact areas on
the CMOS die for the VCSEL driver and PD receiver were
identical to those on the optoelectronic devices.

Heterogeneous integration was accomplished by employing
relatively conventional photolithographic processes to deposit
and lift off contact metals and the wafers followed by a
precision assembly process using a flip-chip bonding tool.
In the photolithographic step, a photoresist polymer is first
spun out on the wafer and printed with the contact metal
pattern and then developed. Indium is then evaporated onto
the wafer and the photoresist is lifted off, leaving metal on the
contact pads. This process was used for the VCSEL and PD
wafers and the CMOS dies. The individual OE device dies
were separated by mechanical dicing into arrays containing the
necessary 256 elements and then integrated onto a CMOS die
using the precision alignment hybridization tool. The VCSEL
die was first attached to the CMOS chip followed by dry
etching to remove the substrate; integration of the PD die
was accomplished next followed by substrate removal. The
bonding of the indium metal contacts on the CMOS chip and

Fig. 10. Four clusters after heterogeneous integration and substrate removal.
The VCSEL device was 100� 100�m and had a 10�m in diameter active
region; the PIN was 100� 50�m and had a 50� 50�m active region.

Fig. 11. Complete OE-VLSI chip. The rectangular section located in the
middle of the die is the VCSEL and PD array. The 1� 1 cm, 0.35�m OE-VLSI
ASIC was packaged in a 256-pin PGA.

on the OE devices was accomplished through a combination
of force and controlled temperature. The process resulted in
electrical isolation of individual OE devices and allowed the
interleaving of the VCSEL and PD devices onto a single
CMOS die. Although individual dies were used to assemble
this generation of OE-VLSI chips, migration of the process
to the wafer level is relatively straightforward.

Fig. 10 shows a photomicrograph of four clusters after
heterogeneous integration and substrate removal, each cluster
consisting of eight VCSELs and eight PDs hybridized to the
underlying CMOS chip. Fig. 11 is a photograph of the complete
OE-VLSI chip after VCSEL and PD integratation. Fig. 12(a)
shows a group of four clusters with 32 VCSELs biased below the
threshold, and Fig. 12(b) shows the entire VCSEL array biased
above the threshold. Using continuous wave measurements, the
VCSEL yield after heterogeneous integration was98%. In
the following two sections, we describe the transceiver circuits
and the CMOS chip architecture which were implemented in
this interconnect system.
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(a)

(b)

Fig. 12. (a) Four clusters with 32 VCSEL biased below threshold. (b) Entire
VCSEL array biased above threshold. The astigmatism is caused by the optical
system used to image the 3� 6 mm array simultaneously.

We have found the process to be very effective in realizing
the OE-VLSI ASICS used in our systems to date. As suggested,
the process is relatively straightforward and can be extended
to wafer level integration of CMOS devices with wafers of
optoelectronic devices. The process lends itself to high levels
of integration thus permitting large optical I/O counts. In a
subsequent chip, we successfully integrated 1080 VCSELs and
PDs on a 15 7.5 mm CMOS substrate [7], [8]. In this case,
the optoelectronic devices were not interleaved but instead
were integrated as blocks for transmitter and receivers.

B. Transceiver Architectures

There are numerous possibilities with respect to transceiver
design for OE-VLSI technology. We have employed both single
ended and differential designs. In the following section, we de-
scribe the two topologies including the merits of each.

In [5], the main objective of the transceiver circuit design was
to provide enough flexibility to allow for the successful simulta-
neous operation of large numbers of transmitters and receivers.
Although simulation results described in the following indicate
high-speed operation was achievable, high data rate operation
was not a principal design objective. It was expected that the
VCSEL, PD, and CMOS characteristics would vary over a large
device array; thus, the transceiver designs had to allow for sta-
tistical variations in device parameters and had to avoid depen-
dence on parameters specific to the silicon and the OE process.
The transceiver circuits were designed to keep their inherent

switching noise generation at a practical minimum, as well as to
be immune to the expected presence of the substantial amounts
of aggregate switching noise generated from a large array of
mixed analog and digital circuits.

Given these design objectives, the design of the laser driver
was based on current-steering. Specifically, a VCSEL was
dc-biased with a current IBIAS to a point above the VCSEL
threshold current. Modulation current was provided by the
current source IMOD and was steered through either the VCSEL
or through an electrical dummy diode load, which was imple-
mented as a diode-connected PMOS transistor. Current steering
was achieved with switching transistors and complementary
rail-to-rail digital CMOS inputs and . The polarity of
the laser driver circuit was noninverting; thus, when the inputs
were logically low ( low and high), the VCSEL was
biased at IBIAS IMOD and, therefore, produced a logically
high-output power. When the inputs were reversed ( high
and low), the VCSEL was biased with only IBIAS and
produced a logically low output power.

The current-steering nature of the laser driver allowed the
total current drawn from the power supply to remain nominally
constant at IBIAS IMOD whether the VCSEL was in a high- or
low-output power state. Power supply current transients could
not be completely eliminated due to the mismatch in electrical
parameters of the dummy load D1 and the VCSEL, but the ap-
proach allowed current transients ( noise) to be kept to
a small fraction of the IMOD. The range of currents settable
for IMOD and IBIAS was approximately 6 and 12 mA, respec-
tively. The nominal voltage supply was 4.8 V. The power dis-
sipation per laser driver circuit depended on the magnitudes of
IBIAS and IMOD, and was estimated to be 86.4 mW in the worst
case. An individual transmitter circuit was successfully simu-
lated under worst-case (i.e., largest magnitude) conditions for
IBIAS and IMOD at data rates in excess of 1 Gb/s.

The receiver circuit used in [5] were optically and electri-
cally single-ended and was based on a common source tran-
simpedance amplifier (TIA) front end. An offset-control stage
was included to compensate for both the dc-coupled nature of
working with CMOS amplifier stages and the decoupled nature
of the optical input. This allowed properties of the receiver such
as sensitivity (preamplifier feedback resistance) and the accom-
modation of various average optical power levels (offset control)
to be dealt with independently, providing greater operational
flexibility. The final stage of the receiver consisted of a Schmitt
trigger that served as a final gain stage for decision-making and
provided some hysteresis in its transfer function to help reduce
the effects of power-supply switching noise in an array environ-
ment. Via the heterogeneous process described previously, each
driver circuit was integrated with a VCSEL and each receiver
was integrated with a PD; this resulted in a 2-D array of 256
transmitters and receivers.

In addition to the previous chip, we have designed, fabricated,
and tested an OE-VLSI ASIC that employed a fully optically
and electrically differential architecture. The details of this chip
are presented in [7] and [8], and will only be summarized here.
Transmitters and receivers were implemented as fully differen-
tial circuits, both optically and electrically. Using optically dif-
ferential signaling allowed the receiver to determine a decision
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threshold based on the optical input signals on a per-receiver
basis. A fully differential electrical architecture allowed for re-
duced switching noise generation on the power supplies and en-
hanced rejection of common-mode noise. The transmitters and
receivers were designed for operation at a data rate of 250 Mb/s.
Additional circuit elements were added to the transmitter and
receiver circuits to allow for circuit testability prior to optoelec-
tronic device (OED) integration. These circuit elements were
placed in parallel with the normal locations of OEDs, and could
be specifically enabled by test inputs. To further enhance testa-
bility and operability, configurable parameters such as the mag-
nitude of the modulation and bias current magnitudes and the
magnitude of the feedback resistance the receivers could be set
using digital inputs.

Through the design, fabrication, and testing of these two
large-scale OE-VLSI ASICs and numerous test chips in which
different receiver and transmitter topologies were employed,
we draw upon analytical, experimental, and simulation-based
work to arrive at a number of core conclusions. First, there
needs to be some method of controlling the key set point
parameters of the laser drivers and receivers across a subset
of the entire array. This leads to higher operational yield.
Secondly, the use of an optically and electrically differential
architecture for the receiver and transmitter designs is optimal
for OE-VLSI applications. Through our work, we have found
that an optically and electrically differential architectures
facilitate or optimizes the implementation of several critical
aspects of OE-VLSI ASIC design, including:

1) design for testability (DFT) concepts and implementation
for receiver and transmitter circuits;

2) the receiver and transmitter circuit generation of, and
immunity to, switching noise on the voltage supply and
ground rails and through the substrate;

3) the improvement of operational yield (percentage of func-
tional circuits in a group of circuits that meet bit-error
and data rate targets) in common bias and control receiver
groups;

4) the reduction of intrachannel receiver skew in parallel dig-
ital synchronous OE-VLSI applications and the reduction
of individual receiver latency.

These results are detailed in [7], [8], and [28].

IV. OPTICAL INTERCONNECTDESIGN ISSUES

As described in the previous section, improvements in het-
erogeneous integration processes has resulted in the availability
of large arrays of VCSELs and detectors on CMOS. The design
of optics that can make efficient use of these devices is there-
fore critical. In the following sections, we attempt to address
a number of important questions regarding the design of op-
tical interconnects. First, it is important to determine the most
suitable interconnect topology, which will transmit the optical
signals over the required distance while also maximizing the
interconnection density and also tolerance to misalignment.
In Section IV-A, we briefly discuss the main classes of op-
tical interconnect topologies that have been introduced, and
describe their benefits and drawbacks. In Section IV-B, we
will show that it is possible to obtain a quasi-analytical model

(a)

(b)

(c)

Fig. 13. Optical interconnect topologies. (a) Microchannel relay. (b) Clustered
interconnect. (c) Macrolens.

for the density that is achievable for the clustered intercon-
nect topology, which is one of the most popular classes of
optical interconnects. With this model it is possible to directly
obtain the relationship between interconnection distance and
the spatial density that can be achieved. In Section IV-C, we
will again compare interconnect topologies, and will intro-
duce a model for misalignment tolerance. We will use this
to draw conclusions as to which topologies provide the best
misalignment tolerance and what the general characteristics
of a misalignment tolerant system are. We will introduce the
concept of the alignment product of an optical system and will
show that this remains constant at all stages of the system.
Finally, in Section IV-D, we will investigate the way in which
misalignments of many individual components impact the per-
formance of the system as a whole.

A. Free-Space Interconnect Topologies

Several previous studies have dealt with the choice of optical
interconnect topology [29]–[31]. The three most widely em-
ployed optical interconnect technologies are the microchannel
relay [32] the clustered interconnect [29], [33] and a con-
ventional bulk or macrolens solution [21]. These are shown
Fig. 13. All of these schemes have different advantages and
disadvantages. The microchannel relay [Fig. 13(a)], in which
each optical channel is relayed by a single series of microlenses
is limited by diffraction. As the interconnect distance (or
optical throw) increases, it is, therefore, necessary to increase

Authorized licensed use limited to: McGill University. Downloaded on February 23,2010 at 11:28:38 EST from IEEE Xplore.  Restrictions apply. 



538 IEEE JOURNAL OF SELECTED TOPICS IN QUANTUM ELECTRONICS, VOL. 9, NO. 2, MARCH/APRIL 2003

the microlens aperture, which limits the device density, or add
additional relay stages, which makes alignment and assembly
more difficult. However, the design scales well with increase
device array field size as additional channels can be added
without changing the optical design. Microchannel relays
typically operate in the maximum lens to waist configuration,
in order to maximize the interconnect distance for a given lens
focal length. Fig. 13(c) shows the macrolens design, which is
also simple. All of the channels are share a common optical
aperture. This design scales well with increasing optical throw
distances, and can make use of multielement lens designs
in order to improve performance. However, the design does
not scale well as field size increases as this directly impacts
the aberration performance of the lens. Furthermore, the
incorporation of additional lens elements will increase the cost,
although molded aspheric lenses could represent a cheaper
alternative. The clustered interconnect (or minilens) design,
shown in Fig. 13(b), is intermediate to these two designs. The
channels are arranged into clusters, each of which is relayed
through a single optical aperture. When VCSELs are used,
a microlens array is also employed to collimate the VCSEL
beams and to collect the relayed beams onto the detector array.
Clustered systems are usually telecentric. At its extremes,
a clustered interconnect could be said to subsume both the
microlens relay (in which there is one channel per cluster)
and the macro-lens approach (in which there is one cluster
per array). Therefore, it is necessary to determine how the
partitioning of the optical field impacts the performance of the
system. In the following section, we will introduce an optimal
technique to partition the optical field into clusters. However,
we will show in Section IV-C that even more improvements
can be made by introducing additional elements.

B. Analytical Model for Clustered Optical Interconnects

There are three main factors which influence the performance
and scalability of the clustered free-space optical interconnect.
These are diffraction (which places an upper limit on lens
spacing), geometric aberrations (which places an upper limit
on the field size), and the speed of the relay lens (which will
also limit field size for a given focal length) [15], [16]. Fig. 14
represents the important parameters of a clustered interconnect.
The optical sources are arranged, in a square array
of pitch . The distance from the center of the array to the
outermost line of sources is (i.e., this is the distance to the
edge of the optical field of the cluster lens, measured along a
vertex). The light from the sources is collimated by a microlens
which has an aperture equal to the pitch of the channels and a
focal length which for a given pitch is determined by the
divergence of the VCSELs and the degree of clipping that can
be tolerated). The clustered relay lenses are confocal with the
microlenses and are assumed to have square apertures (side
length ) and focal length . They are attached at either end
of a glass block, of index , and which has a total length of

(in order to maintain telecentricity). The optical system
is symmetrical in that the microlenses at the detector end are
identically located relative to the detectors. This ensures that
the system is bidirectional. The optical throw(or interconnect
length) is defined as the distance between the focal planes of

(a)

(b)

Fig. 14. Optical interconnect parameters. (a) Array layout. (b) Optical system.

the clustered relay lenses [i.e., ]. It should
be noted that the interconnect distance can be increased by
introducing additional glass elements between the cluster
lenses and the microlenses (this is the case that for the system
shown in Fig. 5). We can now determine the maximum field
size for a given cluster lens size , optical throw and a set
of source properties. From this, we can calculate the number
of channels that is supported by the interconnect and hence the
channel density (defined as since the relay lenses are
assumed to have a 100% fill factor).

We have determined the maximum off-axis source position
as limited by the speed of the relay lens and the aberrations

of the relay system. We treat the system by modeling the light as
Gaussian beams at the input and output side and via ray-tracing
in the relay block. It can be shown that for a ray that enters the
relay block with angle , originating at height , the third-
order expansion of the ray intercept errorat the output is given
by

(1)

Here the angle is the angle of the ray that corresponds to
the 99% power asymptote of the incident multimode Gaussian
beam after collimation by the microlens array. This assumes that
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Fig. 15. Channel density as a function of interconnect distance.

the diffractive lenses are thin elements with a quadratic phase
profile [16]. From this, we can obtain an approximate expression
for the increased clipping loss that will be undergone at the
output microlens [15]. For a given degree of tolerable clipping
loss, we can obtain an allowable aberration . This is given
by

(2)

from which we can obtain an expression for the maximum pos-
sible source height, as limited by aberrations. This is given by

(3)

Note that an additional factor of2 has been incorporated since
measures distances along the axis rather than along the diag-

onal (which will have the most aberrated beams).
The second limit to the source height is the aperture of the

relay lens. If we assume that the of the lens is defined as
the ratio between the focal length and the diagonal aperture size,
and that a 1% clipping condition again obtains, the maximum
source height in this case is given by

(4)

The maximum source height will, therefore, be deter-
mined by the minimum of (3) and (4). Therefore, the maximum
number of channels (in one dimension) is given by

(5)

Finally, we need to determine the area of the relay lens, in order
to calculate the channel density. The relay lens aperture is given
by

(6)

We can now calculate the channel densityfrom

(7)

Fig. 15 shows the calculated density as a function of intercon-
nection distance for an interconnect which uses 850-nm multi-
mode VCSELs with and m. The array pitch

(a)

(b)

Fig. 16. System design example for a 50� 50 f=4:5 system on a 125-�m
pitch. (a) Channels/cluster (solid line) and clusters/system (dashed line).
(b) Lens size (solid line) and chip size (dashed line).

is 125 m and the loss tolerance is 5%. It can be seen that
at very short distances and for fast lenses a density of almost
64 channels/mmcan be achieved (which is the limit for de-
vices on a 125 m pitch). As the distance increases however,
the achievable density decreases. Slow lenses offer a lower den-
sity than fast lenses at short distances, but eventually the perfor-
mance is dominated by aberrations (as occurs at a distance of
120 mm for lenses) and so the relay lens speed is no longer
an advantage.

We can also use this model to calculate the impact of VCSEL
divergence on performance. It has been found that for devices
on a 125- m pitch at distances above 100 mm a single mode
VCSEL (with m, , half-beam divergence

5.2 ) allows a 50% increase in channel density when com-
pared to a multimode VCSEL which has twice the divergence
(i.e., m, and half-beam divergence
10.4 ).

This model can be used to design an interconnect system that
will maximize density for a given interconnect distance. As an
example, Fig. 16 shows the variation in the number of channels
per cluster and clusters per system for an interconnect that re-
quires 50 50 channels, with multimode ( ) VCSELs
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Fig. 17. Comparison of interconnect density for microlens relay (�lens) and
clustered relay, for a range off=#. This assumes the clustered relay has sources
with a pitch of 125�m and that the VCSELM parameter is two for all systems.

on a 125- m pitch with relay lenses, as a function of inter-
connect distance. It can be seen that for a short distance (10 mm)
there will be a small number of channels per cluster (22)
and, hence, many clusters per system (2525). As the inter-
connect distance increases it eventually becomes most efficient
to use just one relay lens (i.e., a macrolens) with all 5050
channels traversing it. This holds for distances above 250 mm.
The relay lens size increases almost linearly with distance and
the chip size (determined as the product of the relay lens size
and the number of clusters per system) remains almost constant
at 8 mm. Obviously, there exist intermediate distances where
it would not be possible to have an integer number of clusters
per system. This indicates that at these distances, it is not pos-
sible to obtain the maximum density. However, by selecting a
different source array pitch it may be possible to improve the
density which can be obtained.

We can also make a comparison between the clustered relay
system and a microchannel interconnect. As we have seen in
Fig. 16, as the interconnection distance decreases the number
of channels per cluster also decreases until there is even-
tually only one channel per cluster. However, the clustered
interconnect remains telecentric, and so does not provide the
same interconnection distance (as a function of relay lens focal
length) as can be achieved by a microlens relay in the max-
imum lens-to-waist configuration [32]. This effectively means
that at very short interconnection distances the microchannel
interconnect should offer better densities. This is shown in
Fig. 17 for a multimode ( ) system for which the clus-
tered system has a device pitch of 125m (the pitch of the
microchannel relay is a function of interconnection distance
[34]). As can be seen, for distances below 5–15 mm (as a
function of relay lens ) the microchannel relay offers a
better density. However, for interchip distances the clustered
interconnect offers much better density.

C. Optical Invariant and Misalignment Tolerance

The clustered interconnects described previously represent
one possible solution to the design of optical interconnects.
However, it is interesting to ask whether these provide the best
possible tolerance to misalignment. Although many researchers
have calculated the misalignment tolerance of individual
systems there has been little systematic investigation into
which classes of design provide the greatest tolerances and
of general principles for designs which have a high tolerance
to misalignment. Research in this direction has recently been

Fig. 18. Free-space interconnect example.

initiated by Neilson [35]; in this work, the author calculated the
coupling efficiency between two misaligned FSOI components
by considering the overlap integral between their respective
optical modes. Neilson’s approach focuses on the fundamental
properties of Gaussian beams and his conclusions are indepen-
dent of the lens configuration used. Here, we will addresses
the issue of alignment from the opposite perspective: by
investigating how certain lens configurations can lead to FSOI
systems that are inherently more tolerant to misalignment.

The first step toward such an analysis [13], [36] consists of
the definition of a suitable misalignment metric. Typically this
is a loss measurement, due to beam clipping or misalignment of
a beam on a detector (for example it may be decided that a 5%
loss is tolerable). Having done this, we can then define a figure
of merit (FOM) for alignment that should measure the ease of
aligning an optical interconnect. Components within FSOIs can
be misaligned within all six degrees of freedom. However, in
most practical cases only two degrees are of interest. These are
lateral misalignment in (represented as ) and tilt misalign-
ment in (represented as . The others can be neglected for
the following reasons: 1) most optical interconnects are sym-
metrical so that and ; 2) rotational
misalignment ( has the same impact locally as a lateral
misalignment; and 3) longitudinal misalignment tolerance ()
is typically much greater than lateral tolerance. Therefore, the
alignment FOM is defined as the product of lateral and tilt mis-
alignment tolerance, i.e.,

Alignment FOM (8)

where the subscript on has been dropped for simplicity. In
general, the larger the figure of merit, or alignment product, the
easier the system is to align.

In the following section, we calculate the alignment product
for five different optical relay systems which are designed to
perform an identical task, which is to relay light through a cube
beam-splitter and focus onto a detector (see Fig. 18). The pa-
rameters of the optical system are given in Table I. The clipping
ratio is a measure of the degree to which beams are clipped
at the lens apertures and is defined as the ratio

(9)

where is the effective lens aperture and is the
Gaussian beam radius [32]. Belland and Crenn [37] have shown
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TABLE I
DEFINITION OF PARAMETERS

that when the clipping ratio is greater than 2.12 the clipping
losses are less than 0.1% and diffraction effects do not signifi-
cantly modify the beam propagation characteristics.

For each system, it is assumed that the system is fabricated
in a pair of modules, one of which contains some of the relay
optics and the other of which contains a detector array (and pos-
sibly some optics also). Within each module the components are
assumed to be perfectly aligned, and so the alignment product
must be calculated for module to module alignment. The five
designs are shown within Table II and are:

1) microlens relay (i.e., the lenses are perfectly aligned to
each other but not to the detector array);

2) lens relay in which the focusing microlenses are inte-
grated with the detector module (and thus assumed to
be perfectly aligned to it), but where the first set of mi-
crolenses are not aligned to the second;

3) minilens clustered interconnect;
4) microlens telescope (in which the final microlens is a

short focal length collecting lens);
5) microlens relay with a field lens (where the final col-

lecting lens is at the focal plane of the second relay lens).
In each diagram, the solid bars connected to the detectors
show which components are assumed to be part of the detector
module.

Table II also shows closed forms for the lateral and tilt
tolerances for these five designs. The maximum array size in
each case is limited by diffraction beam clipping and is based on
a loss tolerance of 50%. Details of the reasoning which underlies
the calculations is contained in references [13], [36]. It can be
seen that even configurations which are optically identical (such
as design 1 and design 2) can have a very different tolerance
distribution, as a function of where the system is broken. Thus,
design 2 has much better lateral tolerance than design 1 because
as the second microlens remains aligned with the detector as the
first lens shifts laterally, so that the beam remains focused on
the detector. This is traded for decreased tilt tolerance, however.
The table also shows the results of a calculation example based
on a 10-mm square chip with an interconnection distance of
25 mm. The individual lateral and tilt tolerances are given, in
addition to the misalignment product. It can be seen that the
minilens clustered system (design 3) and the field microlens
system (design number 5) provide the highest misalignment
product. Design 4 (the microlens telescope) provides an identical
misalignment product to Design 1 but the tolerances are more
equally distributed between and . Although the clustered

system (Design 3) provides almost as much total tolerance as
the field lens system (design 5) the tilt tolerance is extremely
tight (only 14 arcmin). This low tilt tolerance has previously
been recognized as a disadvantage of clustered systems [6], [3].
Design 5, therefore, provides the best partitioning of lateral
and tilt tolerances. This advantage is maintained when the
interconnect distance is increased to 50 mm. In this case,
Designs 1 and 2 would not perform at all and the clustered
system (Design 3) has a misalignment product of only 315-m
arcmin (due to a very low tilt tolerance of 3 arcmin). Design 4 has
a misalignment product of 2750-m arcmin and Design 5 has
a misalignment product of 4683-m arcmin (divided between
90 m of lateral tolerance and 52 arcmin of tilt tolerance)
[13], [36]. The excellent performance of the field lens system
is to be expected. Several authors have previously proposed
the use of field lenses to increase misalignment tolerances
in free-space optical interconnects. More fundamentally, the
field lens system is acting as a Gaussian relay in which the
detector is imaged in the aperture of the second relay microlens.
Neilson [38], [35] has shown that Gaussian relays (for which

) provide an optimum tradeoff between tilt and
lateral misalignment tolerance. This is achieved by having slow
beams on both sides of the interface at which misalignment
occurs, which is the case in Design 5.

This line of inquiry can be further extended to consider the na-
ture of the misalignment product of a module. Consider Fig. 19,
which is a module that contains a single detector and a lens. The
lens produces an image of the detector in space (which is essen-
tially the entrance pupil of the system). It is assumed that the
magnification of the system is such that the size of the detector
image is smaller than the lens aperture. The alignment tolerance
of the module is given by the product of and . The image
of the detector is drawn using one oblique ray and one axial ray
and has a total size of . The angle the oblique ray makes with
the optical axis is and in the image plane and object plane
respectively. These angles correspond to the entrance and exit
numerical apertures (NA) of the module. Within the laws of ge-
ometrical optics, it can be shown that the following relationship
is true at all points within an optical system [39]:

(10)

This is referred to as the optical invariant. We can now relate
this to the misalignment product. If we assume a 50% loss tol-
erance, then we can argue that the lateral toleranceis equal
to and that the angular tolerance is equal to the NA of
the module . Therefore, from this and (10), we can write

(11)

Therefore, the alignment product is directly related to the optical
invariant, which is a product of the detector size and the NA of
receiving optics. This is an invariant of the system, regardless
of the complexity of a module. We can, therefore, conclude that
we can maximize the alignment product firstly by increasing
, which means using large detectors (up to the limit imposed

by capacitance and bit rate) and secondly by maximizing the
NA of the receiving optics. This provides a quick and easy way
to determine the alignment tolerance of an entire interconnect
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TABLE II
SUMMARY OF RESULTS: EXPRESSIONS FORLATERAL TOLERANCE, TILT TOLERANCE, MAXIMUM ARRAY SIZE, AND OPTICAL INVARIANT

Fig. 19. Relationship between the optical invariant and the misalignment product.

system. One simply needs to determine the value of the optical
invariant at the detector plane; if the invariant is small then the
design is inherently difficult to align. With this in mind, we can
now reassess the five designs in Table II. Designs 1 and 2 both
have small optical invariants (and, hence, alignment products)
due to the low NA of the microlenses (which are required to have
long focal lengths for relaying and yet have small apertures).
The clustered configuration (Design 3) increases the NA of the
lenses by a factor of and so the alignment product increases
by the same degree. Designs 4 and 5 both have a large alignment
product due to the fast microlenses that are placed in front of the
detectors.

D. Stochastic Analysis of Misalignment Tolerance

The optical invariant approach described above represents a
powerful way of understanding the misalignment tolerance of

an optical interconnect. However, it does not necessarily tell
us everything we need to know about the ease or difficulty of
assembly a particular system when many individual compo-
nents are randomly misaligned. The interconnect described in
reference [6] contains two consecutive 4-relays and requires
the alignment of eight independent optical device planes. It
is particularly important to determine the way in which mis-
alignments of individual components stack-up to determine the
performance of the system as a whole. In particular, we need
to be able to answer the following question: How precisely
must each individual component be aligned in order to obtain
a high probability that the system as a whole will work? The
starting point is a sensitivity analysis in which each component
is misaligned in each degree of freedom in a ray-tracing or
Gaussian beam simulation and the impact on throughput is
calculated [40], [41]. The degree of misalignment that can
be tolerated for a given throughput reduction is described as
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Fig. 20. Multielement optical relay.

TABLE III
COMPONENTTOLERANCES AS AFUNCTION OF SENSITIVITY

the sensitivity of the component. The selection of the toler-
ance metric is a critical part of the sensitivity analysis. For
example, a lens in an optical system may be found to have
a lateral misalignment tolerance of 5m at the 10% power
loss level, indicating that a 5-m misalignment will result in
a 10% throughput reduction. Systems assembled to a relaxed
metric might be easier and cheaper to assemble but might also
provide lower performance in the assembled system due to
accumulated losses. A more severe metric will mean that the
tolerances are tighter, providing a lower loss but also increasing
the fabrication cost. Once the individual tolerances have been
calculated it is then necessary to determine the way in which in-
dividual component misalignments interact and stack up. There
are a variety of ways by which this can be done. The most
direct approach is to obtain an expression for throughput as a
function of the positions of all of the individual components.
For systems with more than a few components this rapidly
becomes an intractable calculation. The simplest alternative is
a worse-case misalignment tolerance calculation in which all
components are assumed to be maximally misaligned. Another
technique that is commonly used is a root-sum-of-square (RSS)
analysis [42], [43] in which each component is assumed to
misaligned such that it causes a given reduction in throughput
and the total throughput reduction is then calculated as the
root sum of squares of the individual values. RSS analysis
is fast, but it is known that this method is not valid as error
functions for optical systems are not additive and tolerances
are not linearly independent. Finally, it is possible to obtain
an accurate determination of misalignment tolerance by per-
forming a Monte Carlo analysis [44], [14]. Many simulated
systems are generated in which all components are assumed to
be misaligned with some suitable probability distribution and
the final throughput in each case is calculated. In this way, a
probability distribution of throughputs can be obtained [45].

In order to investigate the points stated previously, two
parallel free-space optical interconnects possessing identical
properties but different -numbers and with different num-

bers of relay blocks (i.e., with one, two, and three blocks
corresponding to 4-, 8-, and 12-systems) were selected for
simulation purposes (see Fig. 20) [14]. The first system had an

-number of (note that this refers to the/number of the
Gaussian beams traveling in the interconnect) and was based on
a telecentric relay system used in a FSOI [46]. The relay lenses
were 8.5-mm focal length minilenses with a square aperture of
800 m. The source was placed on-axis at the focal point of the
lens and was assumed to emit a Gaussian beam possessing a
waist radius of 13.1 m. The detector was assumed to be square
and 70 m on the side. The relay lenses had an-number of

(which is necessarily faster than the-number of the
each individual beam). This design is referred to as the “slow”
system. The second system had lenses and was a scaled
version of the first, in that the focal length, minilens apertures
and detector size are scaled to provide the same clipping ratio
(the ratio of the beam diameter over the minilens or detector
aperture) for both systems. In the second system, the focal
length was 3.0 mm and the minilenses were 1341.5m on
each side. The source was assumed to emit a Gaussian beam
possessing a 2.75m waist radius (corresponding to the radius
of the beam emitted from a singlemode fiber operating at
850 nm). The detector was assumed to be square and 14.65m
on the side. This system is referred to as the “fast” system.
Aberrations have no significant effect on the performance of
either system.

A sensitivity analysis followed by a Monte-Carlo analysis
was performed to assign positioning tolerances to the com-
ponents of the optical systems and calculate the probable
performance when assembling a system using components
specified to those tolerances. Four tolerance sets were calcu-
lated with the help of four loss metrics: 10%, 1%, 0.1%, and
0.01% power loss relative to the maximum. These are shown
in Table III. This table shows for example that for the slow
system the throughput drops by 10% when the source module is
misaligned by 27 m. The tolerance limit as calculated in the
sensitivity analysis is used to set the limits of the distributions
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that control the misalignments of the components induced
by fabrication and positioning errors. The shape of these
distributions is highly coupled to the manufacturing process
used to fabricate the component an it was decided to use the
same statistical distributions as are employed in a commercial
optics simulation package (see [14] for more details).

It was found during the course of the sensitivity analysis that
the tolerances for each parameter did not vary significantly as
the system complexity was increased fromto to . This
is true for all the parameters except the source tilt which display
a 0.15 decrease for each addition. This is to be expected as
the minilenses are oversized with respect to the Gaussian beam
passing through them which means that most of the clipping and
power loss occurs at the detector and not at the aperture of each
component. During the Monte-Carlo analysis, 25 000–50 000
samples were calculated in each run. In order to compare the
output of the different Monte-Carlo runs, normalized cumula-
tive histograms were generated. The distributions calculated by
the Monte-Carlo simulations for the slow and fast systems are
shown in Fig. 21 in the form of normalized cumulative distri-
bution plots for each of the four tolerance sets and for 4-(a)
and 12- (b) systems. Note that the dashed curves represent data
for the slow system while the solid curves represent data for the
fast system and that they are paired for each tolerance. In the
case of the 4- system the dashed curves are always topmost.
Since these are cumulative histograms, this shows that more
samples possess small throughput values for the slow system.
The fast system suffers from slightly less severe stack-up ef-
fects. For example, in Fig. 21(a), it can be seen that there is a
probability of 0.5 of obtaining a throughput of 0.5 or better when
constructing a slow 4-system (solid curves) with components
having tolerances specified using the 10% tolerance set. This
means that about half of the systems constructed will possess
a throughput above 50% while the rest will have a throughput
below 50%. In contrast, when a system is assembled from com-
ponents specified using the 0.01% tolerance metric, there is a
much smaller chance (close to zero) of obtaining a throughput
of less than 50%. The probable performance is slightly better
for a fast system than for a slow system. For example, there
is a 0.55 probability that systems built using a 10% tolerance
set will possess a throughput of 50% or more while there is a
0.95 probability that a system specified to 0.01% tolerances will
possess a throughput of 90% or more. The curves are notice-
ably shifted upwards as the system length increases, indicating
that the effect of errors accumulate as the system length is in-
creased. These graphs also show that as system complexity in-
creases (4–12-) the probability of success decreases, due to the
increased number of parameters. Thus, for slow systems with a
single 4- relay assembled to the 1% tolerances, 50% the sam-
ples have a throughput of at least 90%. However, for a triple
(12- ) relay, this throughput has fallen to 60% for 50% of the
samples.

These results were also compared with RSS. It was found that
RSS was dramatically over-optimistic, particularly for large tol-
erance metrics (for example, for a 4-system with a 1% metric,
the mean system throughput was predicted by RSS to be 96%,
whereas, the Monte Carlo simulation predicted a mean system
throughput of 69%.

(a)

(b)

Fig. 21. Cumulative loss for slow (solid) and fast (dashed) (a)4f and (b)12f
optical relays.

Several conclusions can be drawn. First, tolerance stackup
effects are important and must be included as part of system
design. Many systems are designed with individual component
tolerance metrics of 10%. Fig. 21 shows that this will often lead
to poor throughputs in real systems if passive assembly is used
and that tighter tolerance (1%) must be applied. This study also
shows that an RSS approach does not accurately predict loss
as the losses are coupled in an optical relay system and that a
Monte Carlo analysis must be used. Software tools for this pur-
pose are being developed [47]. As could be expected, systems
containing several consecutive relay blocks (and, thus, many
components) have a lower probability of successful assembly
than short systems (and will result in lower throughput). If a
system does require many components this suggests that they
should be assembled actively into a module which can then be
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inserted passively. Finally, there is little difference in the toler-
ance stackup of slow and fast systems. Fast systems display a
slightly less severe stackup but slow systems have looser indi-
vidual tolerances.

This approach can be extended further. Once a Monte-Carlo
analysis has been performed, it is then possible to perform a
regression analysis in order to obtain a relationship between the
system variables and the performance metric, as described in
[48]. This can provide more insight into the sensitivity of the
system in each degree of freedom and thus informs the system
designer as to the areas in which the greatest care is required.

V. DISCUSSION

In this paper, we have sought to introduce some of the design
rules for free-spaceoptical interconnects thatwe havediscovered
as a result of designing, building and testing interconnect.
Although we have presented these rules within the context
of individual system components (for example analog circuit
design, optical design, etc.), it is obvious that there will be a high
degree of interaction between them. Thus, when a clustered
optical design is selected, in order to obtain good tolerance
to misalignment with long optical throw and high density, the
optoelectronic devices must also be laid out in a clustered
fashion. The presence of gaps between clusters can then be
used to advantage to route traces to the edge of the chip.

Another interesting area of interaction between the optical
portions and the electronic portions of the system lies in the se-
lection of the optical transmitters. At present, the most widely
used VCSEL emitters for free-space interconnects are multi-
mode devices. These provide high output powers and can de-
liver good modulation rates because they are driven far above
threshold. However, they also have a much higher beam diver-
gence than single mode VCSELs. As a result, the array density
that can be achieved is not as large, as we have seen in Sec-
tion IV-B. For a well-designed and assembled FSOI, transmis-
sion losses of only 3 dB should be achievable. As a result the

1 mW power that is emitted by a single mode VCSEL should
be adequate to drive a typical receiver at data rates up to 10 Gb/s.
Furthermore, because multimode VCSELs display spatial mode
switching and random polarization switching as they are driven
up and down, they may induce more noise and less predictable
behavior. However, if the system is limited by the power avail-
able at the receiver, the higher power delivered by multimode
VCSELs may result in an improved performance. In this situ-
ation, a full system simulation at the device level is required.
Examples of suitable tools are provided by [47]. Such a simu-
lation should also include thermal modeling, so that the impact
of modifying the device pitch on the system as a whole can be
properly understood.

In the area of optical system design, there are a number of
areas that we have not had sufficient space to discuss. This in-
cludes the use of techniques such as eikonal analysis [49] which
can be very powerful in developing designs that have low distor-
tion and other aberrations. The telecentric systems that we have
considered are inherently distortion-free, but more general de-
signs will require more advanced analyses. Examples of designs
of this sort include reflective designs [22] and planar optics [50],
[51].

Although we have discussed techniques for the design of
misalignment tolerant interconnects, and have also discussed
the impact of misalignment stack-up, we have not discussed
methods by which these systems can be assembled to the
required tolerances. One of the biggest challenges in this area
is to align device planes in all six degrees of freedom which are
separated by several mm or tens of mm. A variety of techniques
have been developed to solve these challenges, including the
use of interferometric alignment techniques [52] and diffrac-
tive features that can provide alignment in all six degrees of
freedom [11], [12]. In particular, we have recently described
a technique which can provide precise diagnostic information
on the degree of misalignment on each axis independently to
within the tolerances required for FSOI, thus, opening the way
to automated assembly. However, although these techniques
are successful in producing small numbers of precisely aligned
components, they are not efficient for volume production.
However, they may be useful as a method of producing master
components that can then be molded into a high-grade optical
polymer, as discussed in [42] and [53].

There remain many other challenges that must be overcome
before FSOIs can be adopted as a solution to the chip-to-chip
communication bottleneck. In particular, issues such as thermal
and vibrational stability have not been properly addressed as yet.
However, for many of these issues it always possible to obtain
an improved tolerance to misalignment by decreasing the den-
sity of the interconnect. Another solution is to use spatial redun-
dancy to increase tolerance to misalignment. For example, the
system described in [9] offers up to1 mm and 1 of toler-
ance. However, in both cases, the density of the interconnect is
reduced and, thus, it may not provide the capacity advantages
that make FSOI attractive.

VI. CONCLUSION

In this paper, we have attempted to codify a number of design
rules for FSOIs at the chip-to-chip and board-to-board level.
These have been derived partly from experience in constructing
a number of different interconnect systems and partly from ana-
lytical and numerical analyses of the optics and optoelectronics
which underlie these systems.

One of the most obvious conclusions is that heterogeneous
integration of optoelectronic devices onto CMOS is a critical
aspect of this approach. The high density 2-D optical I/O which
are seeking to achieve necessitates the use of 2-D surface
emitting device arrays which are only achievable through
this approach. The close integration of optoelectronics with
CMOS also opens a route to the incorporation of advanced
signal processing functions at the interconnect layer, including
forward error correction and clock acceleration. Yield can also
be improved through the adoption of built-in self-test struc-
tures. Differential electrical and optical transceiver designs
provide the best performance due to immunity to electrical and
optical crosstalk through common mode rejection techniques.
Although they entail the use of more space and resources the
performance gains so obtained outweigh the costs. Finally,
we have shown that the ability to control the bias currents
and voltages of individual sections of large arrays greatly
improves performance. By defining common control groups
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(CCGs) whose dimensionality is governed by factors such as
the number of channels and the optical I/O topology, we have
found that high-operational yield can be achieved using this
approach.

In the area of optical design, we have investigated scaling
and partitioning laws for clustered interconnects. We have in-
troduced an analytical model which includes diffraction and
aberration effects and which allows designers to determine the
optimum clustering configuration which will maximize device
density for a given distance. We have also determined the dis-
tance at which microchannel interconnects are more suitable,
and conclude that imaging (clustered) designs are superior for
distances above about 15 mm. We have also investigated the
problem of system partitioning modularization. The selection
of interfaces that are used to define module boundaries has a
critical impact on the misalignment tolerance of a system, and
in particular in the way that it is partitioned between lateral and
angular terms. Furthermore, we have shown that it is possible
to relate the misalignment tolerance of the entire system to the
optical invariant that is defined by the size of the detector and
the numerical aperture of the collecting optics. Finally, in this
area we have also investigated the way that system misalignment
tolerances stack-up as more components have are added, using
Monte-Carlo simulation. We have shown that in order to obtain
a high probability that the system as a whole will function well,
individual components must be aligned with sufficient accuracy
that each individual component misalignment contributes to a
reduction in throughput of 1% or less. The Monte-Carlo anal-
ysis also confirms that multistage relays significantly reduce the
probability of success. Since the optimal cluster design analysis
also shows that single stage relays can support the greatest inter-
connection density, this suggests that single stage (4-) relays
should be used wherever possible.
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